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Abstract 

The parallel on-the-fly Crystal algorithm is a new, efficient global search algorithm that has found 

utility in exploring the single-state potential energy surfaces and conical intersection seam spaces 

of a wide range of molecules in the gas phase. Despite its major developments, its application to 

complex molecular systems, especially in the condensed phase, remains challenging due to the 

high dimensionality of the configurational space. In this work, we address this challenge and 

extend its applicability to the reaction discovery of large, complex molecular photoswitches in the 

condensed phase. This is achieved by improved search algorithms that facilitate the exploration of 

a comparatively large Crystal configurational subspace while relaxing the other degrees of 

freedom. The new Crystal algorithm is applied to bilirubin and a next-generation class of 

molecular photoswitches in the vacuum and the aqueous solution environment in a quantum 

mechanics/molecular mechanics (QM/MM) setting. We designed an automatic and systematic 

workflow to discover previously unreported minima and low-energy reaction pathways and 

analyze them with a focus on the low-energy spectrum. Our findings reveal the algorithm's 

effectiveness in quickly exploring the configuration space, uncovering new product minima that 

are kinetically accessible, which provides new insights into the intricate chemical reactivities of 

these molecules. The results underscore the promising potential of parallelized global exploration 

methods in reaction discovery in biomolecular systems. 

Introduction 

Reaction discovery through molecular modeling is an emerging field that has seen significant 

progress in recent years.1-13 Computational predictions of reaction products and pathways in 

complex molecular systems have become useful for interpreting and guiding new experiments. 

Central to the reaction discovery simulation is the efficient exploration of the low-energy regions 
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of the potential energy surfaces (PES). To achieve this goal, a class of approaches utilized 

trajectories to dynamically sample the configuration space of the systems. Among this type of 

approach, usually, the sampling is enhanced by imposing external biasing forces on a certain set 

of reaction coordinates, such as metadynamics,14-16 or changing the global temperature and 

pressure of the system, such as the nano-reactors.7 Another class of approaches does not involve 

running trajectories, and they can overcome reaction barriers and locate new product minima by 

evaluating the energies, gradients and Hessians at existing static geometries, such as the growing 

string method.17-19 Among these algorithms, some methods were designed to attempt a global 

search of the PES, such as the anharmonic downward distortion approach20 and the Crystal 

algorithm.13, 21-24 In principle, the advantage of the global algorithm is the exhaustive search in the 

configurational space and identify all minima and transition states. The global nature of the 

algorithm enables the identification of new products and low-energy pathways that are usually not 

sampled by trajectory-based approaches. This is because the search results of global algorithms do 

not depend so sensitively on the choice of initial structure and the set of selected collective 

variables as trajectory-based enhanced sampling simulations usually do. 

 

The Crystal algorithm13, 21-24 is based on the simple idea of performing an exhaustive search among 

all combinations of discretized moves of all selected reaction coordinates while satisfying a 

maximal energy limit. The moves are performed in a high-dimensional lattice space spanned by 

these reaction coordinates, with equally-spaced lattice points in each dimension. Notably, the 

number of lattice points with energies below a certain preset value only scales polynomially with 

respect to the degrees of freedom (d.o.f.s) of the system, rather than exponentially as expected for 

a brute-force global search algorithm. The reduced scaling behavior lays the foundation for the 
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efficiency of the Crystal algorithm, making it suitable for discovering reactions with low energy 

barriers that are kinetically and thermodynamically relevant. 

 

Recently, the Crystal algorithm has been under major developments. One major progress was its 

coupling with on-the-fly electronic structure calculations of potential energies21, thus eliminating 

the need to obtain a predetermined global PES of the system prior to the search. Also, its efficiency 

has been greatly increased by an improved search algorithm and the implementation of a massively 

parallelizable version of the code13. It has also been generalized to search for low-energy 

conformations in the conical intersection seam space13 in addition to single-state PES, which 

facilitates photochemical reaction discovery. All this progress has made the Crystal algorithm 

applicable to reaction discovery in realistic systems with increasing sizes. Although other global 

search algorithms have been recently developed, such as the anharmonic-downward-distortion 

based approaches developed by Morokuma et.al2, 25-28, Crystal holds the unique advantages that it 

does not require Hessian evaluations and that it is massively parallelizable.   

 

Despite its recent success, the application of the Crystal algorithm has been restricted to modestly 

sized molecular systems, often smaller than a few tens of atoms. The main reason is that the number 

of low-energy lattice points rapidly increases very quickly as the number of d.o.f.s spanning the 

lattice space grows. Currently, the Crystal algorithm cannot efficiently search in the lattice space 

of more than 30 dimensions with on-the-fly electronic structure calculations. For systems larger 

than a few tens of atoms, it is computationally impractical to include all d.o.f.s. in the Crystal 

lattice space, even with relatively inexpensive quantum chemistry methods such as the 

semiempirical methods. This is largely due to the existence of an enormous number of low-lying 
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lattice points in the high-dimensional space, as well as the slower speed at which the PES of larger 

systems is evaluated on-the-fly using electronic structure calculations.  

 

In this paper, we develop the Crystal algorithm to significantly enhance its capability of reaction 

discovery in large and complex molecular systems, including condensed phase systems. The 

central new idea behind the development is to allow the d.o.f.s outside the Crystal’s configuration 

subspace (lattice space) to relax in response to the changes of the d.o.f.s spanning the subspace. In 

other words, this new approach enables the exhaustive sampling of all d.o.f.s that are essential to 

the chemical events while letting the rest of the system adjust to the motions of these d.o.f.s. There 

are several key technical advantages of this new approach over the previous-generation one, which 

fixed the values of d.o.f.s outside the Crystal’s subspace. The first is that the new algorithm enables 

the use of larger steps of Crystal moves, i.e., larger lattice spacing, making the conformational 

exploration more efficient while effectively avoiding steric clashes caused by d.o.f.s outside the 

Crystal subspace. This is especially beneficial for reaction discovery in condensed-phase systems. 

Second, the new algorithm minimizes the chance of inadvertently crossing hidden high energy 

barriers as a result of using large steps of Crystal moves. This advantage is critical for retaining 

the capability of the Crystal algorithm to faithfully discover kinetically relevant reaction pathways 

below a certain limit of energy barrier. Third, the new Crystal algorithm is readily integrated with 

the quantum mechanics/molecular mechanics (QM/MM) evaluation of the PES, making it feasible 

for PES exploration in the condensed phase molecular systems.  

 

All the above-mentioned advances greatly expand the applicability of Crystal towards reaction 

discovery in larger molecular systems of importance in biomedical and material sciences. To test 
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the effectiveness of this new method, we applied it to the ground-state reaction discovery of 

complex molecular photoswitches in the gas phase and aqueous solution. Molecular photoswitches 

can be reversibly switched between different isomeric forms by different wavelengths of light29. 

They can be covalently or non-covalently embedded in large molecular systems and make their 

physical and chemical properties photoresponsive. Their scope of applications has been growing 

in the fields of photopharmacology to photoresponsive materials30-34, where light can be used to 

control the activity of drugs in target biomolecules and change the mechanical and photophysical 

properties of materials.  

 

One class of visible-light responsive photoswitches, known as donor-acceptor Stenhouse adducts 

(DASAs), has gained significant interest recently35-37. DASAs are “multi-step” photoswitches, 

with multiple isomers that can photoswitch into one another reversibly, thus opening the possibility 

of complex molecular manipulation38. The photoswitching of DASAs is mediated by conical 

intersections8, 39 that facilitate molecular de-excitation to different photoisomers through various 

pathways. Understanding these pathways and identifying “unproductive” pathways that cause 

fatigue-induced damage, i.e., loss of photoisomer yield, requires the knowledge of the relevant 

stable and meta-stable states that can be accessed by the molecule8, 40, 41. In ref 8, Sanchez et al. 

applied an in silico approach to identify such geometries for Meldrum’s acid DASA derivative, the 

simplest of the DASAs. Subsequently, Rauci et al.9 employed metadynamics to discover many 

previously unknown conformers of DASA on the ground state.  

 

The Meldrum’s acid DASA derivative is unstable in aqueous environments, so it is typically 

studied in non-polar solvents. Computational studies of DASAs have been performed in various 
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environments, including the gas phase42 , toluene9 and trifluoromethanesulfonic acid 43. However, 

there is growing interest in water-soluble DASA molecules. Water-assisted isomerization has been 

explored in ref 44. Studying the Meldrum’s acid DASA derivative in water can reveal key 

interactions between water molecules and DASA compounds. This may aid in the understanding 

of solubility and dissociation mechanisms, designing stable water-insoluble DASAs, and 

predicting water’s effect on photoisomerization. These insights could guide the development and 

tailoring of DASA derivatives with desirable properties.  

 

Another class of biologically significant molecules in which photoactivity plays a crucial role is 

tetrapyrrole, including chlorophyll, porphyrins, phycobilins, and bilirubin.45-48 Among these, 

bilirubin plays an important role in human biology, exhibiting neuroprotective effects at 

physiological concentrations.49 It acts as a free radical scavenger, protecting brain tissue from 

oxidative stress and aiding resistance against age-related illnesses. However, excessive bilirubin 

becomes neurotoxic. In its natural state, bilirubin is water-insoluble and binds to albumin, but 

conjugation with glucuronic acid in the liver makes it water-soluble, facilitating excretion.50, 51  

However, immature liver function in newborns can hamper this, leading to kernicterus.52 Light 

therapy is used to treat this condition by photo-isomerizing bilirubin, making it water-soluble and 

easier to eliminate.53 In its native Z,Z isomer form, bilirubin is stabilized by six intramolecular 

hydrogen bonds. Photo-isomerization disrupts some of these bonds, allowing water to form 

hydrogen bonds with bilirubin. The isomerization of bilirubin is known to proceed via dark 

intermediates.54 The reverse-isomerization of its photo-isomers is also slow in the dark. A smaller 

portion of bilirubin is irreversibly converted to water-soluble lumirubin, aiding its removal from 
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the body.55-57 Bilirubin is also structurally closely related to several key chromophores in a variety 

of natural photoreceptors, such as the phycocyanobilin in phytochromes. 

 

Understanding the PES of bilirubin could aid in identifying and stabilizing favorable isomeric 

forms. This knowledge could support drug development aimed at enhancing bilirubin clearance 

by stabilizing specific conjugated forms. It may also shed light on the energetics of crossing the 

blood-brain barrier and other factors influencing bilirubin's interaction with the brain, offering 

potential strategies to inhibit its toxic configurations. 

 

In this paper, we employ the newly developed Crystal algorithm to explore the ground state PESs 

of Meldrum’s acid DASA derivative in gas phase, implicit solvent, and condensed phase, as well 

as bilirubin in the gas phase.  The results demonstrate the excellent performance of this algorithm 

for reaction discovery in large and complex biomolecular systems of practical interest in 

biomedical and material science.  

Methods 

Overview of the original Crystal algorithm 

The Crystal algorithm was originally designed as a global PES exploration algorithm that 

exhaustively searches for all geometries below a predefined maximal energy threshold. The search 

begins with a definition of conformational subspace spanned by an ensemble of key d.o.f.s. Crystal 

then discretizes each dimension spanning this subspace and creates a list of lattice points 

representing it. Starting from an initial lattice point representing a minimum in the PES, the search 

algorithm explores the configuration subspace by iteratively accepting lattice points in the 
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neighborhood of existing points with energies lower than a specified energy cutoff value. The 

energies of lattice points may be evaluated with on-the-fly electronic structure calculations, such 

as ab initio or semiempirical methods.13, 21 In the original implementation, d.o.f.s outside the lattice 

space are fixed to their initial values during the entire search. This process is summarized in Fig. 

1. For all lattice points in the list, neighbors that have not yet been evaluated are added to an 

evaluation queue. Secondary jobs manage the evaluation process in parallel, recursively selecting 

lattice points from the queue, evaluating them, and proceeding to the next point. The energy cutoff 

value is then incrementally raised to explore the configuration space progressively until it reaches 

the predefined maximal energy threshold. At the end of the exploration, in principle, the algorithm 

will identify all lattice points that are energetically accessible from the initial minima by crossing 

transition states below the predefined maximal energy threshold. Following the exploration phase, 

a subsequent refinement phase will be carried out starting from these lattice points, and geometry 

optimizations will pinpoint the exact locations of all new minima and transition states in the 

explored region of the configurational subspace. The use of energy threshold and cutoff values as 

selection criteria for accepting lattice points greatly reduced the computational cost and made it 

scale polynomially instead of exponentially with respect to the dimensionally of the subspace.  

 
Fig. 1. Overview of the Crystal algorithm. (a) Starting configuration (green lattice point) for the 
search represented in the lattice space. The red lattice points denote those that are either queued 
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for evaluation or are currently being evaluated by parallel secondary jobs. Once one of these points 
is evaluated (b), its unexamined neighbors (c) are added to the evaluation queue. The secondary 
jobs work independently and start evaluating the next point in the queue after they finish their 
current task. 
 

Limitations of the original Crystal algorithm in conformational sampling of large systems 

Despite the good scaling behavior, due to the global nature of the algorithm, the upper limit of 

subspace dimensionality manageable by Crystal is about 30 d.o.f.s. For smaller molecules, such 

as those discussed in our previous studies13, 21-24, Crystal can quickly scan a large number of 

geometries by including most of the essential low-frequency d.o.f.s in the lattice space, while 

leaving the high-frequency modes outside the subspace and fixing them during the search. 

However, large molecular systems often have many low-frequency modes that are coupled to one 

another. In this case, due to the fixing of the d.o.f.s outside the lattice space, a much larger number 

of d.o.f.s must be included in the lattice space, greatly increasing the dimensionality and the 

computational cost. Thus, practical considerations of computational speed necessitate significantly 

increasing the lattice point spacing explored by Crystal in most of the dimensions spanning the 

subspace. However, this can lead to several serious problems. First, many important and distinct 

minima between the large spacing may fail to be detected. Second, high energy barriers beyond 

the maximal energy threshold may be overcome unintendedly because of the large stepping in the 

lattice space, which could have been rejected using a small enough lattice spacing. This can lead 

to the discovery of reaction pathways that are kinetically inaccessible and many unwanted minima 

with little physical relevance. For instance, in our experience, major steric repulsions were 

overcome accidentally, resulting in the discovery of drastic bonding topology rearrangement of the 

original molecule, sometimes leading to the disfiguration or disintegration of the entire molecule. 

These observed new reactions are mostly spurious in that it would have required a much higher 
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energy threshold to detect them had the lattice spacing been chosen to be sufficiently small. As a 

remedy, in these cases, extensive subsequent evaluations of transition states are necessary to 

determine whether the observed reaction path is kinetically feasible, typically requiring many 

expensive path optimizations using methods such as the nudged elastic band (NEB). Third, the use 

of large lattice spacing can easily lead to many high-energy structures due to steric clashes, 

decreasing the acceptance ratio of new lattice points and the computational efficiency.     

Developments of Crystal Algorithm 

Therefore, for large molecular systems, we reason that it is essential to divide the d.o.f.s into two 

categories: (1) the d.o.f.s key to the chemical reactivity and explicitly explored in the Crystal lattice 

space (subsystem, explicit d.o.f.s), and (2) those that relax in response to the displacements of the 

d.o.f.s in the first category (environment, implicit d.o.f.s). In this improved scheme, the energy of 

each lattice point corresponds to the structure optimized with the constraints that all explicit d.o.f.s. 

take their respective values specified by that lattice point. This scheme of dividing the total system 

is analogous to the timescale separation that has been extensively exploited in enhanced sampling 

simulations with collective variables (CV) and trajectory dynamics (such as umbrella sampling). 

In these techniques, the slow CVs that are rate-limiting for the process of interest are explicitly 

biased by external forces. At the same time, the fast d.o.f.s are supposed to quickly and 

automatically respond to the changes in the slow CVs during the dynamics.  

We hypothesize that adopting such a scheme in Crystal can bring several major advantages over 

the original version. First, it enables the use of much fewer explicit d.o.f.s. to capture the essential 

features of possible chemical reactions while allowing the rest of the d.o.f.s (implicit d.o.f.s) to 

reach their energetically favorable configurations. This will significantly save the computational 

cost due to dimensionality reduction. Second, the constrained geometry optimization of the 
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implicit d.o.f.s, although more expensive than single-point energy calculations, will automatically 

avoid a large number of energetically unfavorable configurations that would have been generated 

if they were kept frozen. Thus, it will increase the acceptance ratio of explored lattice points and 

further save computational costs. Third, the increased likelihood of accepting new lattice points 

makes the algorithm more tolerant to the use of large lattice spacing, which further reduces the 

computational cost.  

In order to compensate for the increased cost of constrained optimizations, we introduced an 

additional step into the workflow to allow for the use of large lattice spacing, while reducing the 

chances of missing minima, inadvertently stepping over high energy barriers and encountering 

high energy structures. The following approach proved effective through our test: the implicit 

d.o.f.s can be optimized gradually using a relaxed scan during one large Crystal move (Fig. 2). For 

instance, if a single Crystal move dictates that a torsion in the explicit d.o.f.s be changed from 0 

to 60 degrees, it is realized by a relaxed scan of the system with that torsion gradually increased at 

15-degrees intervals towards its target value, while the remaining explicit d.o.f.s are constrained 

to their respective values. The intermediate energies of this relaxed scan are closely monitored so 

as not to exceed the maximal energy threshold at any given intermediate point during the single 

Crystal move. Furthermore, the likelihood of missing minima is decreased, as relaxing the d.o.f.s. 

outside the lattice space helps guide molecular configurations toward their minimum-energy 

configurations. Importantly, the computational cost of this additional step scales linearly instead 

of exponentially with respect to the number of intermediate points in the relaxed scan for each 

explicit d.o.f. A flowchart illustrating the overall scheme of the new Crystal algorithm is provided 

in Fig. 3. 

  



Page 13 of 40 

 

Fig 2. Attempting large Crystal moves in the explicit d.o.f.s (e.g., from 1 to 2, red arrow) can result 
in high energy geometries and/or inadvertent stepping over hidden high energy barriers. To prevent 
this, d.o.f.s outside the lattice space (implicit d.o.f.s) are optimized gradually (dotted white arrows) 
during the relaxed scan of the explicit d.o.f.s at small intervals (solid arrows). 
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Fig 3. Flowchart of the parallel on-the-fly Crystal algorithm. Left: Overview of the general Crystal 
algorithm (see ref 13, 21 for further details). Right: The methodology for lattice point energy 
evaluation has been adapted to handle large lattice spacing. In this example, a relaxed scan through 
three intermediate small steps is performed during a big Crystal move step X. At each of the small 
steps (X/3), the implicit d.o.f are optimized, and the energy is evaluated. Crystal records the highest 
energy from these evaluations as the barrier for transitioning from the previous lattice point to the 
new lattice point reached by taking the big step X. This barrier is subject to the control by the 
maximal energy threshold to filter out kinetically inaccessible pathways during the discovery. 
 

The adaptations described above were applied to investigate Meldrum’s acid in both the gas phase 

and condensed phases, as well as bilirubin in the gas phase. The results show that parallel on-the-

fly Crystal is an effective tool, not only for exploring the explicit d.o.f.s. but also for facilitating a 

more comprehensive examination of the implicit d.o.f.s. As shown in the Results, this new version 

of Crystal algorithm, even with relatively low maximal energy thresholds, enables the discovery 

of reaction pathways that are overlooked by existing methods9. 
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Meldrum’s acid in implicit solvent 

Our workflow starts with a Crystal-based exploration phase, during which the PES is scanned 

using large lattice spacings in combination small intervals in relaxed scans. This is followed by a 

refinement phase, during which the identified geometries at the lattice points are optimized and 

classified. Crystal is then restarted from geometries with newly discovered bond connectivity 

using finer lattice spacings for more detailed exploration. During the exploration phase, we employ 

the semiempirical electronic structure method GFN2-xTB.  This method can effectively optimize 

geometries of molecular systems with hundreds of atoms, providing reasonable accuracy at a 

significantly faster speed than DFT.58, 59 In the exploration phase, all explicit d.o.f.s used lattice 

spacings of 60 degrees, with the implicit d.o.f.s. optimized after every 20-degree interval in the 

relaxed scan. In ref 13, this choice of 60-degree steps was determined to strike an acceptable balance 

between computational speed and accuracy for a preliminary evaluation. For the angular 

coordinates, the Crystal lattice spacing was set to 20 degrees, with three equally spaced 

intermediate points for relaxed scans. The reference starting geometry and the explicit d.o.f.s. 

explored by Crystal are shown in Fig 4. 

 

Fig 4. The 8-dimensional configuration space of explicit d.o.f.s explored for Meldrum’s acid 
DASA by Crystal. Torsional d.o.f.s are labeled as 1–4 (green), while angular d.o.f.s are labeled as 
5–8 (cyan). All remaining implicit d.o.f.s were optimized.  
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The refinement stage involves optimizing the low-energy lattice points identified by Crystal using 

a more accurate electronic structure method such as ωB97x-D3/def2-TZVP(-f)/COSMO(ε = 2.38). 

The geometries are classified based on the cis/trans isomerization of the linear triene chain and 

any changes in bond connectivity. Structures with new bond connectivity are used as starting points 

for a finer set of calculations, with angular changes of 45 degrees and the implicit d.o.f.s relaxed 

every 15 degrees. The hydrogen atom marked in the Fig. 4 was observed to hop to other atoms in 

the first round of Crystal simulation, despite not being explicitly included among the explored 

d.o.f.s. This hopping behavior, commonly reported in the literature, is known to occur during the 

cyclization of the triene chain. During subsequent Crystal restarts with finer lattice spacings, three 

additional d.o.f.s were assigned to this hydrogen atom. 

Initial minimum energy pathway pathways (MEPs) between unique geometries were generated 

using internal-coordinate geodesic interpolation60, followed by optimization using the NEB61 

approach with frozen endpoints method. The NEB calculations were performed at ωB97x-

D3/def2-TZVP(-f)/COSMO(ε = 2.38) level of theory. 

All energy and gradient evaluations were conducted using the TeraChem software62-65, which 

utilizes GPU nodes for accelerated electronic structure calculations. Crystal’s energy threshold 

was set to 40 kcal/mol. The exploration phase employed up to 30 secondary jobs over a span of 2 

days. The finer runs were conducted with shorter runtimes, typically lasting less than a day. All 

constrained optimizations and relaxed scans were performed with the geomeTRIC optimizer66 

integrated into the TeraChem package. The NEB calculations were performed using the DL-FIND 

optimizer67 interfaced with TeraChem package. 
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Meldrum’s acid DASA in the aqueous solution 

The Meldrum’s acid DASA molecule was solvated and equilibrated within a periodic boundary 

condition (PBC) simulation box of 55.9 × 58.4 × 60.9 Å³ dimensions. The Generalized Amber 

Force Field (GAFF) procedure68, 69 was used to parameterize the force fields of the DASA 

molecule. The SPC/Fw water model70 was employed. Molecular dynamics (MD) equilibration 

simulations were initiated in the constant NVT ensemble for 1.2 ns at 300 K temperature, followed 

by equilibration in the constant NPT ensemble for 1 ns at 300 K temperature and 1 atm pressure, 

all with 1 fs timestep. A 10 Å cutoff was applied for nonbonded interactions, and the coordinates 

of Meldrum’s acid were allowed to relax during the simulation. Following classical MD 

simulation, the system was truncated to include the DASA and the water molecules within 10 Å 

of the DASA molecule, forming a subsystem with open boundary conditions (Fig. 5). This 

subsystem was then subject to a short ground-state QM/MM MD simulation of 2.5 ps with a time 

step of 0.5 fs, with the QM region including the DASA molecule only and treated with BHHLP/6-

31G* level of theory, and the MM region including the remainder of the system. The QM and MM 

regions were coupled through the electrostatic embedding scheme. The last snapshot of the 

QM/MM MD trajectory served as the initial structure for the Crystal simulation. 

 

In the Crystal simulations, QM/MM calculations provided on-the-fly evaluations of the PES and 

its gradients. The QM region included only the DASA molecule, and was treated using the GFN2-

xTB level of theory. The MM region contained all the water molecules and was treated with the 

same force field used in the MD simulation. The DASA molecule and all water molecules having 

any atoms initially located within 4 Å of any atoms of the DASA molecule were defined as the 
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active region, where their coordinates were allowed to move, while the remaining water molecules 

were fixed. This resulted in 53 active water molecules out of a total of 390.  

 

The condensed-phase QM/MM Crystal simulation was performed using CPU nodes exclusively. 

GFN2-xTB calculations were performed with the ORCA software package71, which was interfaced 

with the Chemshell72 software package. All constrained optimizations and relaxed scans were 

performed with the DL-FIND optimizer67 interfaced with the ChemShell package. The Crystal 

simulations were performed with an energy threshold of 40 kcal/mol, employing 45-degree 

torsions without including any hydrogen atoms in the explicit space. As in the gas-phase study, 

three intermediate points were used to optimize implicit d.o.f.s through the relaxed scan. The 

geometries were classified based on the cis/trans isomerization of the linear triene chain and any 

changes in bond connectivity. Finer lattice-spacing restarts were not performed. 

For the NEB calculations, internal coordinate geodesic interpolations were first calculated between 

the endpoint geometries to generate the initial guesses of MEPs for NEB optimization. The NEB 

calculations were performed using ωB97x-D3/6-31G*/MM method in the aqueous solution. The 

relative energies and transition states of the condensed-phase geometries in aqueous solution were 

directly compared with gas-phase values. This was achieved by extracting the DASA molecule 

from the solution and reoptimizing the minima and pathways in the gas phase, where the ωB97x-

D3/6-31G* was used. 
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Fig 5. Meldrum’s acid DASA in aqueous solution. The green color denotes water molecules 
showing hydrogen bonds with the solute. The explicit internal coordinate space utilized by Crystal 
was kept unchanged from the gas phase calculations.  

 

Bilirubin 

 

Fig 6. The bilirubin molecule with the six explicitly explored d.o.f.s labeled as indices. 

For bilirubin, double-bond isomerizations and their relationship with hydrogen bonds are 

considered critical due to their biological significance. However, studying double-bond 

isomerization typically requires multi-reference electronic structure methods due to the near-

degenerate frontier molecular orbitals near the transition state73, which could cause singularity 

issues for single-referenced methods. For this reason, we used the semi-empirical PM6 method74 
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in combination with the FOMO-CASCI method75 for Crystal’s exploration phase as well as for the 

subsequent geometry refinement. Finer lattice-spacing restarts were not performed. 

 

Energy calculations of bilirubin were performed with the MOPAC software package, interfaced 

with the standalone GeomeTRIC software package66 for optimizations. The explicitly d.o.f.s are 

labeled in Fig. 6. A lattice spacing of 60 degrees was used for all torsions, with implicit d.o.f.s 

minimizations carried out at every 20-degree interval in the relaxed scan. The energy cutoff for 

Crystal was set at 0.06 Hartrees (37.7 kcal/mol). 

 

The resulting geometries were categorized into three isomeric forms: Z-Z, E-Z / Z-E, and E-E. 

Due to the differences in the energy scales governing H-bond changes and isomerization, these 

forms do not readily interconvert without light or catalytic intervention. Therefore, unique 

geometries are examined separately within each isomeric form. For this purpose, two geometries 

are considered distinct if they differ in H-bond connections or if at least one of Crystal’s explicit 

dihedrals—specifically dihedrals 1, 2, 4, and 5 in Fig. 6—differs by 45 degrees. H-bonds were 

identified based on two simultaneous criteria: (1) the H-to-acceptor distance is less than 2.5 Å, and 

(2) the donor-H-acceptor angle is greater than 120 degrees. 

Results 

Meldrum’s acid in implicit solvent 

Fig. 7 illustrates the set of conformational isomers discovered during Crystal’s exploration phase.   

Species a, b, c, and d were all reported by Raucci et al.9 previously. As observed from our first-

round of Crystal simulation, the labeled hydrogen atom in Fig. 7 is prone to hopping between 
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heavy atoms. To better account for this motion, three additional degrees of freedom were assigned 

to this hydrogen during a second-round Crystal simulation restarting from species c. This led to 

the discovery of a double-hydrogen hopping pathway with relatively low energy barriers (Fig. 8), 

which has not been reported in the literature before.  

 

Fig 7. The four conformational isomers identified by Crystal during the exploration phase, when 
starting from Meldrum’s acid DASA in its linear form (Fig 4). The hydrogen atom prone to 
hopping between heavy atoms is labeled in the chemical structures at the bottom. 
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Fig 8. Restarting Crystal simulation from species c produced species c-2, c-3, and e. The two 
hydrogen atoms involved in the transfers are explicitly labeled in red and black. Species c-2 forms 
via double-hydrogen hopping (green arrows), with additional hydrogen transfers giving rise to 
species c-3 and e. All transformations exhibit transition barriers below 25 kcal/mol relative to 
species c. 

 
Fig 9. The reaction pathway for the double-hydrogen hopping, showing the transition state (TS) 
between species c (left) and c-2 (right). At the TS, the first hydrogen transfer (O-to-O near the top) 
is complete, while the second transfer (C-to-O, marked by the distance values) is midway between 
the two carbons. Notably, no local minimum exists to support the first hydrogen transfer without 
the simultaneous second hydrogen transfer. 

 
 

Table 1. Transition barriers along the double-hydrogen hopping pathway calculated via the NEB 
approach, utilizing the ωB97x-D3/def2-TZVP(-f)/COSMO(ε = 2.38) method.  

Transitions Barrier height relative to c 

(kcal/mol) 

c to c-2 23.89 

c-2 to c-3 15.59 

c-3 to e 5.88 
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The transition state (TS) along the MEP is shown in Fig 9. It is observed that the transfer of H 

between the two neighboring oxygen atoms has already happened before the TS is reached. The 

double-hydrogen hopping pathway could be an important consideration when working with DASA 

molecules that have a similar acceptor ring to the Meldrum’s acid.  

Restarting the Crystal from species a, b, and d with 45-degree lattice spacings reproduced all the 

geometries reported in ref 9, demonstrating the power of this method to perform comprehensive 

reaction discovery in large systems with complex reactivity.  

 

Meldrum’s acid in the aqueous solution 

Our results indicate that the aqueous solution environment can influence the geometries of the 

DASA molecule corresponding to the same minima. For example, the linear geometries in the gas-

phase minima, when solvated in aqueous solution, exhibit significant out-of-plane curvature, as 

shown in Fig 10.  

 

Fig 10. Linear geometries of Meldrum’s acid DASA in the gas-phase minima were observed to 
have notable out-of-plane bending. The green color highlights the water molecules forming 
hydrogen bonds with DASA. 
 
Unique to the aqueous solution environment, Crystal identified a stable cyclic structure where the 

hydrogen atom remains with the hydroxyl group immediately after ring cyclization (Fig. 11). The 

structure at this minimum, f-2, was determined to be only 0.5 kcal/mol deep in the MEP. 
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Additionally, multiple series of isomers were observed to arise from this pathway, suggesting that 

this geometry can be an intermediate to other, more stable configurations. Two such configurations 

with relatively low energy barriers are shown in Fig. 11. Notably, a previously unreported 

zwitterionic species, f-3, was discovered, where the nitrogen atom receives hydrogen from a 

carbon atom rather than from the hydroxyl group. 

 

Fig 11. Low-energy species in the aqueous solution f-3 and f-4 were discovered to form via the 
intermediate structure f-2, which was unstable in the gas phase. The green arrows indicate the 
movement of the hydrogen atoms. The transition barriers are provided in Table 2. 
 
Table 2. Reaction barriers along the pathways leading from f in Fig. 11, calculated via the NEB 
approach using the ωB97x-D3/6-31G*/SPC/Fw method in the aqueous solution. 

Transitions Barrier height relative to f  

(kcal/mol) 

f to f-2 2.6 

f-2 to f-3 36.5 

f-2 to f-4 18.3 

In aqueous environments, cyclic isomers are known to be thermodynamically favored44, 76. 

According to ref 44, coordinated water molecules may play a catalytic role in facilitating the 
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transfer of a proton from the hydroxyl group to the carbonyl group. It is widely believed that cyclic 

forms are strongly correlated with the hydrogen residing in the carbonyl group, a phenomenon that 

is consistently observed in the gas phase. However, our findings suggest that the stabilization of 

the f-2 intermediate through hydrogen bonding in the condensed phase enables the retention of the 

hydrogen within the hydroxyl group during cyclization. This stabilization could potentially lower 

the cyclization barrier.  

 

It has been reported that increasing the temperature promotes the reversal from cyclic to linear 

isomeric forms. 44 This observation aligns with two factors: first, heating reduces the ability of 

coordinated water molecules to assist in proton transfer, and second, it disrupts hydrogen bonds 

that stabilize the f-2 intermediate. In Fig. 12, we illustrate the hydrogen bonds observed for species 

f and f-2.  

 

For the f-2 to f-3 transition, the MEP is illustrated in Fig. 13, with a ~1.3 Å distance for hydrogen 

transfer reaction. It has a 36.5 kcal/mol barrier. In DASAs with modified donor and acceptor 

components, these factors—proton transfer facilitation and hydrogen bond stabilization—are 

likely to play varying roles in influencing the f-2 to f-3 pathway.  
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Fig. 12. Hydrogen bonds with water stabilize the carbonyl group, enabling the hydrogen to remain 

at its hydroxyl position during the cyclization of the DASA’s triene chain. 

 

Fig 13. The f-2 to f-3 barrier was determined to be 36.5 kcal/mol using the NEB method. This 
transition barrier is dominated by hydrogen transfer, which may involve quantum tunneling. The 
hydrogen moves a distance of 1.3 Å between the NEB images indicated by the red arrows, while 
the rest of the molecular geometry remains largely unchanged between these two images.  
 

 

Fig 14 contains the geometries and energies identified by Crystal in the aqueous solution, and the 

corresponding gas phase energies. The latter was evaluated by removing the water molecules and 
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followed by reoptimization of structures and pathways. All calculations were performed using the 

ωB97x-D3/6-31G* level of theory. 

 

 

Fig 14. Crystal’s discovery of Meldrum’s acid DASA configurations. The arrows indicate the 
sequence in which Crystal identified the geometries. Linear geometries were grouped by the 
isomeric form, while cyclic geometries were grouped by the conformational isomer. The energy 
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values correspond to the lowest-energy geometry within each group. For each group, the top 
number represents the condensed-phase energy, and the bottom number represents the gas-phase 
energy, both relative to the reference structure in Fig. 10.  
 

Bilirubin in the gas phase 

The Crystal simulation of bilirubin exhaustively explores six of its key torsional degrees of 

freedom simultaneously using a “multireference-like” version of a semiempirical method, i.e., 

PM6/FOMO-CASCI. The Crystal algorithm completely captures both double-bond isomerizations 

and the associated changes in the H-bond patterns concurrently, generating the Z-Z, Z-E/E-Z, and 

E-Z isomeric forms. When comparing these results with other studies in the literature, it is 

important to consider variations in H-bond identification criteria, such as distance and angle 

cutoffs, as well as differences in basis sets and levels of theory, which can lead to discrepancies. 

The 10 lowest-energy unique geometries identified for each isomeric form are summarized in 

Tables 3-5. The unique hydrogen bonding patterns observed among these geometries are 

illustrated in the Figs. 15-17. 

 

For example, in ref 77, one geometry was evaluated for each of the three isomers, using a larger 

cutoff distance of 3 Å without considering donor-H-acceptor angular constraints. This led to the 

identification of 10 hydrogen bonds. Additionally, carbons were treated as hydrogen donors in the 

latter study, which was not the case in ours. A closer comparison of the H-bond distance values 

reported in ref 77 shows that our lowest-energy structures exhibit significantly more hydrogen 

bonds within a 2.5 Å cutoff compared to those in ref 77. However, some of our higher-energy 

isomers closely match their descriptions.  
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Fig 15. The unique hydrogen bond patterns identified by Crystal among the lowest-energy Z-Z 

isomers of bilirubin. 

Table 3. The lowest-energy Z-Z isomers of bilirubin, arranged in ascending order of energy. 

Geometry H bonds Energy 

(kcal/mol) 

Dihedral 1 Dihedral 2 Dihedral 4 Dihedral 5 

1 6 0.0 54.4 54.0 19.8 20.6 

2 4 1.1 61.2 -28.0 61.1 -28.0 

3 5 1.4 56.2 18.6 57.7 -25.3 

4 5 1.5 58.16 -24.8 57.4 19.3 

5 5 1.6 55.6 16.3 57.3 -24.0 

6 4 6.1 60.7 -128.4 46.71 25.1 

7 4 6.4 46.7 25.0 60.8 -129.1 
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8 3 6.5 -39.8 -26.2 -55.6 37.5 

9 3 6.5 15.7 -44.1 -75.5 121.0 

10 2 6.6 -51.9 90.7 -21.6 45.09 

 

 

Fig 16. The unique hydrogen bond patterns identified by Crystal among the lowest-energy E-Z/Z-

E isomers of bilirubin. 

 

Table 4. The lowest-energy E-Z / Z-E isomers of bilirubin, arranged in ascending order of energy. 

Geometry H bonds Energy 

(kcal/mol) 

Dihedral 1 Dihedral 2 Dihedral 4 Dihedral 5 

1 3 5.7 61.6 -48.8 64.9 -32.4 

2 4 6.5 59.5 -41.2 57.1 19.5 
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3 4 7.2 59.2 61.9 44.7 24.7 

4 2 7.3 80.4 -92.0 -2.8 40.0 

5 2 7.6 -41.8 92.4 -24.5 45.1 

6 3 8.1 59.3 44.3 56.1 -25.6 

7 1 8.9 15.9 -94.1 -107.2 46.9 

8 2 9.3 62.3 -93.0 30.6 -128.1 

9 2 9.9 57.3 -47.4 67.2 -124.4 

10 1 10.0 19.4 54.0 -98.1 35.6 

  

 

Fig 17. The unique hydrogen bond patterns identified by Crystal among the lowest-energy E-E 

isomers of bilirubin. 

 

Table 5. The lowest-energy E-E isomers of bilirubin, arranged in ascending order of energy 

Geometry H bonds Energy 

(kcal/mol) 

Dihedral 1 Dihedral 2 Dihedral 4 Dihedral 5 

1 1 10.9 15.5 -94.1 -107.2 46.9 

2 2 12.8 65.4 -44.9 64.7 -129.2 
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3 2 12.8 61.5 -42.9 69.2 -38.2 

4 1 13.3 21.9 62.8 -106.4 101.8 

5 2 13.6 52.6 -43.0 69.9 42.3 

6 2 13.6 59 -62.4 53.19 -121.0 

7 2 13.8 59.5 -45.3 66.4 120.3 

8 1 14.0 16.3 -94.2 -107.7 46.7 

9 0 14.5 16.26 -94.2 -107.7 46.7 

10 1 14.7 -78.8 51.9 -60.8 18.9 

  

Conclusion and Discussion 

In summary, we developed a new version of Crystal algorithm that is well-suited for systematically 

exploring chemical reactions in systems with numerous degrees of freedom, positioning it as a 

powerful complement to MD-based approaches. Large and complex molecular systems, such as 

bilirubin and Meldrum’s acid DASA, especially when embedded in condensed-phase 

environments, are well beyond Crystal’s size limit for full-dimensional exploration. However, the 

new version of Crystal algorithm can nonetheless successfully reproduce data from prior studies 

and uncover additional new reaction pathways. This was mainly achieved via the relaxation of 

d.o.f.s outside Crystal’s lattice space in response to the d.o.f.s. explicitly sampled by Crystal. The 

multiple technical advancements greatly extend Crystal’s applicability to reaction discovery in 

large, complex and realistic molecular systems and enable it to compete with or even surpass 

conventional methods in revealing complex features of the PES. 
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While the selection of explicit d.o.f.s remain critical for the successful discovery of reactions, 

Crystal consistently exhibits the ability to identify unexpected reaction paths beyond the initially 

defined explicit d.o.f.s. Since the d.o.f.s associated with these newly discovered reaction paths can, 

in principle, be recursively incorporated into the explicit space, the Crystal algorithm holds 

considerable potential for automation. However, Crystal’s success in identifying reactions beyond 

the lattice space likely relies on the coupling or overlap between these reactions and undiscovered 

pathways, as illustrated by the following observations.  

 

In one instance, hydrogen hopping was observed in gas-phase DASA (species c in Fig. 7) without 

explicitly including this hydrogen in Crystal’s lattice space. This occurred because the cyclization 

of the triene chain eliminated the energy barrier for hydrogen transfer from the hydroxyl to the 

carbonyl group, thereby enabling the hop. In another instance, including this hydrogen in Crystal’s 

lattice space revealed a previously unidentified double-hydrogen transfer (species c-1). The 

addition of the first hydrogen to Crystal’s explicit space facilitated the simultaneous hopping of 

the second hydrogen, as its return from the carbonyl to the hydroxyl group overlapped with the 

double-hydrogen transfer process.  

 

The inherent complexity of this low-energy double-hydrogen transfer likely explains why it evaded 

detection by other global approaches. The return of the first hydrogen from the acceptor to the 

triene oxygen is energetically unfavorable, as it lacks a stable energy minimum unless the second 

hydrogen transfers simultaneously in the opposite direction. The discovery of this pathway 

underscores the distinct advantage of Crystal in revealing intricate reaction mechanisms, which 

can complement existing powerful tools such as metadynamics. 
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